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Large Margin Training

Introduction

Goal: Improve NeuroCRFs' sequence labelling performance with feature Large margin training: weight hypotheses in Z to increase margin ConLL-2003 WikiNER
engineering, large margin training and ensemble learning. System Mean F; Max £, Ens. 4 Mean F; Max F Ens. £
T Low Rank 38.54 | 88.76 | 88.88 | 87.49 | 87.09 | 88.02
e [ he similaritie; between Igbels can be exploited to add parameters shared Z(x,y) = Z C(y,y')exp Z G(xt)F(¥i_1. Y5 i Ran;Margm 22?? 23:18 gg:z g;gg g;gé 2;:;2
by groups of similar transitions. y'gen(x) =1 +Margin| 88.97 89.37 89.23 87.90 | 88.07  88.29
e A modified CRF partition function Z(x) increases the margin between T (1 vi=y +Shared| 88.81 | 89.07 89.37 87.95 | 88.15 88.40
correct and incorrect hypotheses_ C(y, y/) — €XP Z < 0 | Ve # _)/E +Margin+Shared| 88.92 | 89.15 | 89.62 88.10 88.26 88.50

t=1 -

e [ he non-convexity of NNs I1s exploited to combine models with different
random Initializations into a single ensemble model.

Task 1. Named entity recognition (CoNLL-2003)

e Z(-) minimized during training: correct hypothesis is penalized py— | : |
e Modified Z(-) to reduce penalty of good hypotheses during training T
e Reduction proportional to similarity with y | — _ _ =

By combining those approaches, we obtain f; = 88.50, a significant
improvement over the 87.49 baseline on a named entities recognition task.

NeuroCRF

Ensemble Learning

Ensemble Learning: Exploit nhon-convexity to combine models = I —— : il

p(ylx) = % TT ex0 (G(x)F (v, y2) + Ay 1)
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Low Rank: NN used to model label emissions G(x¢) Mn; G(x¢)

e NNs' non-convexity: training find local minimum e
e Combine trained models to exploit complementarity of local-minimums
e Averaging output, not parameters

e Ensemble model concatenates hidden layers parameters and averages
output layer parameters —

F(viet, vt) = [A(Ve1, ve), -+ f,\,z(y,f_l,yt)]T e Resulting model much larger than original trained models - —
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Full Rank: NN used to model label to label transitions

Experimental Study

o Experiment on named entities recognition (NER) R | -~
e Two tasks:

e CoNLL-2003: Manually annotated newswire
o WIKINER: Semi-automatically annotated Wikipedia

e Small size of CoNLL-2003 [imit training: improvement masked by

Shared Parameters

Labels are assigned to groups such as:

e B(O) ={0, OUT}

o B(B-LOC) = {B-LOC, B, LOC, ENT}
Labels to labels transitions are assigned to group set:

D(vi-1,yt) = (B(ye-1) x B(yt)) U B(yr)
Shared parameters: NN used to model group transition and
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Conclusions

e Use similar task WIKINER to compensate
o WIKINER derived from links added by editors:

e Manual segmentation
e Automatic classification of segment

e CoNLL-2003 improved by large margin and ensemble learning

emission . . o . e Overfitting prevent improvement with shared parameters
o Effective annotation directives different from CoNLL-2003 . g b P P
e WIKINER large enough to support added parameters
F(veo1, yt) = ! [fl(yt_l, Ve), -+ ﬁp,(y,g_l,yt)}T CoNLL 2%8r3pus S1zes WikiINER o Combination of large margin training and ensemble learning improved
ID(Ye-1, 1) O - " further
1. S(\ e D Train Val.  Test Train Val. Test
. 1 5(0) V1. v¢) F k:
fi( Vo1, Vi) = < 0 otherwice #Sentence 14,987 3,466 3,684 113,812 14,178 14,163 e Future work:
- #Words 203,621 51,362 36'4_35 2,198,532 351,322 349,752 o Better feature engineering of shared parameters
N - . ntities .
O S(/) Is the element of D = U D(yt_l, yt) aSS|gned to NN output G,’(Xt) #1.0OC 7140 1,837 1,668 68,737 8,718 8,580 o Feature learnlng of shared parameters
o An extension of full rank NeuroCRFs HMISC 3438 022 702 58,826 7,322 7.462 e Improved regularization of larger model to replicate ensemble learning
e Parameters are shared by group of related emission and transition #ORG 6,321 1,341 1,061 39,/ 4912 4,891
. . . L . #PER 0,600 1,842 1,617 77,010 9,594 9,613
e Requires feature engineering to define “related Al 23499 5042 5648 044368 30546 30 546
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